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Abstract— In this research, we describe a method for identifying human activity where we use a model that comprises of 

Convolutional Neural Network (CNN), using the datasets acquired from smartphones. Jogging, sitting, walking, standing, 

going downstairs and upstairs are included in the daily activities that taken into consideration. We use the WISDM datasets 

acquired from the three-dimensional raw accelerometer sensors. The performance of our CNN model showed 87.85% accuracy. 

This performed better than the Support Vector Machine model, which had an accuracy rate of 82.27 percent. Therefore, the 

results demonstrate that our suggested strategy can outperform current best practices for human activity recognition. 

 

Keyword: - convolutional neural networks; human activity recognition using 3D accelerometer data; Support Vector Machine 

(SVM) 

 

I. INTRODUCTION 

Human Activity Recognition (HAR) has been around for generations, being widely [1]-[4] used in many 

applications like smart home systems, healthcare etc. These smart applications have paved way for tremendous 

growth in Human Activity Recognition. The sensors embedded in the smart watches, smart phones and other 

smart appliances are accelerometer and gyroscopes. These sensors [20]-[24] that are embedded in these smart 

appliances are portable and does not contain large number of sensory devices, which makes it less complex and 

usable. The huge variety in wearables and mobile applications available has led to greater impact in recognition 

of human activity. We used the data that was accumulated from a health app, the activities that were detected 

include running, cycling and walking. We compared the recognized results with regard to the ground truth labels. 

The accuracy of data collected from them were low due to the individual differences in movement patterns. The 

recognition efficiency can be escalated if the HAR model [5]-[6] were to be trained by a particular user’s 

personal activity information and is same for a particular user. HAR can be implemented using various techniques 

and sensors. One of the ways in which data can be collected is by the vision-based approach where the data is 

collected using cameras, but this approach suffers from privacy issues. Another approach is through the Wi-Fi 

signals where the data is acquired by sending Wi-Fi signals where the patterns in which it is received determines 

[7]-[9] the human activity, the problems in this approach is the obstacles in the environments. These issues can 
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be resolved using our proposed model. This model is a more efficient and accurate when compared with the SVM-

based method and also used less computational cost in chronological [10] order to recognize human activity. 

II. IMPLEMENTATION 

This section contains the detailed explanation of our proposed architecture using CNN models. It includes a 

convolution layer is proceeded by a max-pooling & other CNN layer. After which the model contains a SoftMax 

layer that further classifies [18]-[19] the result into an activity class. Before the first CNN layer the normalization 

of the accelerometer data is employed to convert the datasets acquired into numerical form. 

1. Input 

As illustrated in Fig. 1.a. input, raw accelerometer data with a set time-length was employed. Utilizing a sliding 

window with a specific size of 90 samples and 50%-time domain overlap, we divided each sensor value produced 

by the accelerometer into the sensor's y, z, and x-axis. Then, to enhance efficiency and implement one-dimensional 

(1D) convolutional, the resulting data was rearranged so that it had a height of 1. The Z-score standardization 

approach was used to normalize the data; its formula is as follows: 

 
The equation (1) can be used to evaluate the mean value & standard deviation of Z, respectively, as well as the 

standard values of the raw y, z, and x acceleration data. 

The dataset that was submitted to normal distribution was obtained after such basic data preprocessing. 

2. Convolution 

In our model, there are two CNN layers. Convolutional operations with a filter of size 60 and a stride size of 

1 were used to create a feature mapping with a size of 31 in the first layer. A total of 60 different filters were 

applied to the input y, z, and x accelerometer raw information [14]-[16] before it was transmitted for 

normalization. The input from the max pooling layer was used as the input for the second CNN layer, which was 

created by applying a filter with particular size and depth of 6 and a stride size of 1, which produced a single 

feature map that served as the source for the subsequent linked layer. All of the CNN's max- pooling layers are 

one-dimensional (1D). 

 
 

3. Max pooling 

After the data has passed through the first CNN layer, max pooling was performed, as illustrated in Fig. 1. d. 

The goal of using this layer was to choose the highest value for two reasons in particular: (1) Adding invariance 

to the processing, such as translation, rotation, and scale invariance; and (2) Reducing the parameter [11] and 

essential attributes to reduce computational complexity. The max-pooled feature vectors of size 6 can be produced 

by this filter size for a layer of 21, which was decided, along with a stride of 2, and was intended to serve as the 

second convolution layer's input. 
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4. Dropout 

The output was flattened out after processing from the second CNN layer, as illustrated in Fig. 1. reshape to 

produce a lengthy feature unit vector of 1080 bytes, which was then utilized [12] as an input for the following 

connected layer. The dropout percentage's default value was 0.5, which was intended to prevent the model from 

over fitting and enhance generalization performance. There were 1000 neurons in the fully linked layer, and the 

network used here had a tan h activation function since it activated neurons more effectively than the sigmoid 

function. 

5. Output 

The SoftMax is used as an output layer towards the conclusion of this architecture, as highlighted in Fig. 1. 

Layer softmax. The SoftMax layer determines the output probability and assigns [13] a class of activities (i.e., 

jogging, standing, sitting, walking, downstairs, and upstairs). At the last stage of the design, as illustrated in Fig. 

1.g. output, the activity that was classified having the greatest likelihood was selected as the acclaimed activity 

and the name was delivered as output. 

III. EXPERIMENTS 

In this section, we discuss the experiments performed using the datasets, including the hyper parameter 

settings in CNN model and feature extracting in SVM method. 

1. Dataset 

The ACTi tracker dataset that we used was made available by the Wireless Sensor Data Mining (WISDM) 

lab. This dataset includes six common human endeavors— jogging, standing, sitting, walking, going downstairs, 

and going upstairs—that were recorded using a particular accelerometer sensor in a well-organized lab setting. 

 
 

The information was gathered using a 20Hz sample rate from 36 participants who put their smartphone in 

their pocket (20 datas per second). The dataset [25] has a total of 1,098,207 samples, and Figure 2 displays how 

they are distributed according to various activities (class labels). 

Utilizing a moving window as mentioned in II A. input Section, the dataset obtained from the sensors in 

our study was first divided into 2,440,4 segments with a 50% overlap. Following that, the segments are 

separated using the 70/30 rule and the training and testing experiments. the volume of the train & test data, as 

shown in Table I. 

 

 
2. Experiment Settings 

The architecture of our CNN architecture technique is depicted in Figure 1 and was constructed using open 

source tools and TensorFlow. Additionally, CNN was tested and trained in the Python environment. Convolution 

window size = 60, 6, number of used convolution filters = 60, 6 (in the two convolution layers, respectively), 
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window stride = 1, pooling window volume = 21, window stride = 2, training batch volume = 16, training epoch 

volume = 20, and number of hidden neurons = 1000 were used to choose the values for the experiment's hyper 

parameters. We employed the Adaptive Moment Estimation optimization technique to reduce the adverse cost 

function in order to further optimize the CNN architecture. 

The following are descriptions of some significant hyper- parameter settings in our CNN model: 

• Training epoch volume: The training data loss (6.71 percent) and testing data loss (8.03 percent) varied 

particularly less when the training epoch size was set at 20, so it was deemed to be a suitable value. 

• Training batch size: In general, a short training data batch can prevent slipping into the local minimum 

value, which will enhance the network's generalization capabilities. As a result, we choose a relatively low 

number, such as 16, for the training batch volume. 

• Weight initialization: When initializing the weights of the convolutional kernels in the convolutional layer, 

tiny numbers are typically utilized, such as the raw data set subjected to a Gaussian distribution with a 

standard deviation ( = 0.1) and mean value of 0 ( = 0). 

 

For the evaluation we compared the results of this architecture with a SVM-based activity recognition. SVM, the 

method of classification that mainly focuses on feature extraction. The six kindsof datasets acquired from WISDM 

were given as input for both SVM and our CNN architecture. The free source LIBSVM, which functioned 

operating system for discs, was used to implement the SVM paradigm (DOS). As shown in equation (2), the y, z, 

and x acceleration data must first become into vector immensity data by computing their Euclidean norms: 

 

 
 

The six features are then briefly introduced in Table II after being extracted based on data from a vector immensity 

accelerometer as determined above. 

 
 

The moving window described in II.A. input section was used to extract all the attributes displayed in Table 

II from the vector immensity accelerometer sensor data. 

Essentially it was seen that after the above process, the amount of data required for the trained and test data 

of an SVM model was particularly large when compared with that of our CNN model, in addition to that the 

computational complexity of the data processing was twice as much in SVM model. 

 

IV. RESULT 

The results of both the models when compared shows that, the accuracy and the efficiency of the classification 

based on human activity was more using the CNN-based model approach, which was comparatively less in SVM-

based model approach. Depending on the features chosen, the SVM-based activity recognition's accuracy can 

vary. Three distinct types of sensors were used to capture the data for this system, then following feature 

extraction, 248 features in total could be seen in both the time domain and the frequency domain. The accuracy 

percentage for the SVM-based recognition system was 89.59 percent. This demonstrates that a significant level 
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of computational complexity in feature extraction is required for the SVM-based human activity recognition (Har) 

system to attain high precision. 

Unlike SVM-based system, the CNN-based system for recognizing human activity can, as anticipated, 

achieve great accuracy at a cheap computing cost. The input for this model is given as per the dataset that was 

provided, this dataset is then converted to the balanced dataset. This balanced dataset is suitable for this model in 

order to accurately classify the activity class. As shown in Table III, the input of the following activity classes 

acquired after being passed through the proposed CNN model and the SVM-based method. This dataset is further 

optimized as shown in Table IV. 

 

 

As shown in Table III, the input of the following activity classes acquired after being passed through the proposed 

CNN model and the SVM-based method. This dataset is further optimized as shown in Table IV. 

 
 

Table IV shows the dataset values after they have been further optimized into balanced data for an efficient 

processing using both the proposed CNN and the SVM- based method. 

 

 
Fig 3. The Resultant Values of Accuracy and Loss of the proposed CNN Method 

 

 
Table III. INPUT VALUES FOR THE PROPOSED CNN METHOD AND 

THE SVM METHOD 
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The above figure represents the resultant accuracy and the loss when the acquired dataset is passed through 

the proposed CNN model. It is seen that the accuracy when the data is passed though CNN-based approach is 

87.85% and the loss encountered was of 0.25. When the above results were in in contrast to outcomes seen in the 

SVM-based model approach, it was observed that the accuracy and the loss was significantly less and the model 

also required high computational cost. 

The above graph shows Model accuracy and the Model loss against the epoch values for the respective 

properties like accuracy and loss. When the datasets were fed to the CNN- based model approach. The graph was 

obtained as an output for the CNN based approach. The first graph, shows how the resultant accuracy value was 

higher when compared to the training accuracy value. The second graph, shows how the resultant loss was less 

when compared with the training loss value. 

 

V. CONCLUSION 

This study uses raw tri-dimensional accelerometer data that was obtained from the smartphone of the user 

to create and compare a CNN-based model technique for human activity identification. We found that our 

proposed model outperformed the SVM-based model approach for human activity recognition. This shows how 

human activity recognition can be done more efficiently using the CNN- based model approach in comparison to 

other cutting-edge models. In addition, this architecture can be implemented in a device like smartphone and 

wearable’s that is portable and easy to use. This architecture can be used in devices with limited computational 

resources. Thus, our proposed model proves to be more accurate and efficient when compared with the SVM-

based model approach. However, the proposed system still has some restriction such as the activity classes such 

as walking downstairs and upstairs provide less percentage accuracy when compared with other activity classes. 

Hence the future implementation of this project would be to increase the percentage of accuracy in these activity 

cases. 
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