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Abstract: This research work seeks to explain the development of existing research on utilizing computational 
intelligence techniques in heart diseases diagnosis. This disorder extremely malignant ailment, over 1.7 billion demise all 
over the world. Diagnosis and treatment of heart diseases at early stage is the only solution otherwise it leads to fatality 
rate. With pace of time, new technologies emerging such as AI &ML, IoT and due to these advancement in science 
especially in healthcare, various types of severe disease can be diagnosed at early stage. The main objective of this work 
is to design machine learning models to predict heart disease with better accuracy. In our implemented work five different 
supervise ML (Machine Learning) algorithms are instigated which are Logistic Regression, KNN, SVM, Decision Tree 
and Bagging Classifier. Out of listed algorithm, SVM perform better and give the accuracy 93.40% and KNN gives the 
least accuracy 71.42%. Accuracy in machine learning models should not be so high otherwise it will be fall under over 
fitting. Machine learning models having accuracy more than 90 % is measured upright.  One important thing is that accuracy 
should not be so high otherwise it may be possible that designed model is overfit for a specific dataset. Besides accuracy 
in this research article two parameters also calculated which are precision and recall from confusion matrix. Support vector 
machine algorithm gives precision value 88 and recall value 91.67.  
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1. Introduction 

In modern medical circumstances heart diseases is one of the prime concerns. Each year huge number of people lost their 
lives due to heart attack or cardiac arrest. There are various reasons of heart attack but today’s life style which incorporate 
un-healthy diets and stress due to various reasons such as office work, business loss. Heart attack detection at last stage 
is one of the foremost causes of mortality. Mortality rate due to hear attack increasing exponentially each year. Mortality 
rate due to heart attack is more than 19 million per year around the globe. Developed countries somehow able to control 
in small context due to their good healthcare infrastructure. But developing countries like India with huge population 
unable to provide good treatment to its citizens. 
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Fig.1. Cardiovascular disease in India compared with United States [2] 

Real-time implementation results and observations can be seen using various ML algorithms. There is various 
classification technique with the utilization of naive bayes, Laplace smoothing techniques for heart disease prediction. 
Medical practitioners use diagnostic tests to reduce uncertainty about the presence of heart disease. These tests are usually 
expressed with various statistical measures.  
Risk Factor of Heart Disease: There are numerous researchers who explain the factors involved in cardiac disease. 
Numerous considerations are intensifying the endanger of acquest cardiac disease. Figure 1.9 shows the controllable 
endanger components of cardiac discomfort. The components are recorded as cholesterol levels, gender, diabetes, 
smoking, drinking etc. 

 
Fig.2. Risk Factors of Heart Disease [4] 

The heart diseases classification mainly concentrates on various medical breakdowns of blood vessels, pathologies 
metrics such as white blood cell dysfunction, blood vessels platelets count and full of fat substance presents in the blood 
vessel which disturbs flow of blood to the heart are prominent cause of heart disease. 
 

 
Fig.3. Anatomic Structure of Heart [5] 

Figure 3 shows the anatomic structure of heart clinically known as cardiac which has derived from the Latin word. This 
organ made of soft tissue muscle contrived into 4 compartments unglued by blood vessels separated as pair of divisions. 
Respective divisions are called as artium and ventricle. Atriam accumulate blood flock together, after that ventricles pump 
play crucial role through which blood circulated in the body. When blood carrying oxygen then it is known as oxygenated 
blood which gives energy to the body for various function. 
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2. Methodology 

The health informatics combines mathematical models, algorithm and analysis to provide improved quality of healthcare 
services to the electronic health users. Across, the branch of health informatics machine learning plays a crucial role in 
health data analysis and management processes. This work mainly focuses on classification based on heart disease 
predictions. In this research work, standard dataset is used which is downloaded from Kaggle website having various 
parameters related to human or you can use your own as per availability. After that data is pre-processed so that if there 
is any ambiguity in data set can be resolved otherwise it will affect accuracy of algorithms. Data set is divided into training 
(70%) as well as testing (30%) data set. With this training data, machine learning models are prepared to predict the heart 
disease accuracy.  Thereafter, defined an optimal approach to predict heart diseases using supervised ML algorithms: 
KNN, Logistic Regression, Decision Tree and SVM. 

 
KNN: The simplest supervised machine learning algorithm is K-Nearest Neighbour. This algorithm based upon 
resemblance between novel data and existing data and put new data into appropriate group which is greatest like to 
existing classes. K-NN algorithm stores each and every existing data and categorizes a new data point based on similarity 
index. This algorithm can be implemented for both that is classification and regression. But in practice it is more 
implemented for sorting purpose. KNN algorithm is unable to generalize the training data in advance therefore for each 
prediction it scans the data then predict. This is the main reason that KNN is one of the slow algorithms in machine 
learning.  

 
Fig.4. KNN Machine Learning Algorithm [7] 

 
Logistic Regression: It is an arithmetical method of data examination applied across binary dependent variables. Logistic 
model parameter is estimated using the logistic regression techniques. In technical terms, in a logistic model likelihood 
of an incident is a direct amalgamation of independent variables. In wide-ranging, it is not a cataloguing system, but it 
just models the output probability through the given inputs. It is often used as a classifier by fixing the cut-off values. 
Thus, the values below threshold values fit to one class, and the variables above the cut of values belong to the other class. 
Multinomial logistic regression and ordinal (LR) logistic regression are the two major types of logistic regression. 
Multinomial logistic regression deals with absolute values, and it groups the output values in more than two categories. 
The process of ordering the multiple outputs produced by multinomial regression model is called the ordinal logistic 
regression 
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Fig.5. Logistic Regression Model 
 
Support Vector Machine: There exist various machine learning algorithms to analyse the data for regression as well as 
classification purpose and SVM is one of them. Non-linear SVM approaches are the maximum widely implemented 
algorithm to deal with unlabelled data and used across several industrial applications. For any given set of data with 
labelled training samples, it outputs an optimal hyperplane. Which, further classifies novel illustrations of the input data 
model. The hyperplane is a line that segregates the given hyperplane into two parts in a 2D space. Each class resides at 
either side of the partitions [12]. Our examination work dependent on Support Vector Machines (SVMs). This calculation 
utilizes a SVM to perceive features. The calculation begins from an assortment of tests of features from data set. Support 
Vector Network is an alternate name of support vector machine. 

 
Fig.6. Functioning of SVM Algorithm 

 
Decision Tree: Decision Tree is a supervised machine learning algorithm. This algorithm can be implemented for both 
types of problem classification as well as regression but in most of the cases best appropriate for classification problems. 
This algorithm generally implemented in healthcare domain. In this algorithm following are the key word like leaf node, 
root node and branch.  Each decision tree predicts the class and by considering different parameters various models are 
created and in last using voting classifier a final model is designed which has optimum accuracy. As we know ensemble 
learning method performs regression and classification processes. In training stage, it constructs a multitude of the 
decision tree and predicts the outcomes of the individual trees using the regression methods. It has reduced variance and 
easily correlates the multiple features of provided data for forecast determinations. It is a supervised learning approach 
partitions the given dataset into training and the test data. 
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Fig.7. Decision Tree algorithm flowchart [10] 

 
3. Result and Discussion 

In the medical domain there exist various tedious tasks which are challenging like to estimate the severe diseases and 
proper control over it. In this implemented work, several supervised ML algorithms are implemented on standard dataset 
having 14 parameters related to human. After that data is pre-processed so that if there is any ambiguity in data set can 
be resolved otherwise it will affect accuracy of algorithms. Data set is divided into training (70%) as well as testing (30%) 
data set. Data set can be divided in any ratio but in the end, goal is to achieve optimized model where it can give maximum 
accuracy. Thereafter, defined an optimal approach to predict heart diseases using supervised ML algorithms: 
 

• Logistic Regression 
• Bagging Classifier 
• KNN 
• SVM 
• Decision Tree 

Implemented work executed using Jypyter Notebook/Google colab using python language. In this section results of all 
implemented supervised machine algorithms are depicted: 

 
Table 1: Bagging Classifier Accuracy Analysis 

 
Bagging Classifier 

Accuracy 

Sample Size n_Estimator Accuracy 

60 50 82.89 
70 100 85.52 
80 150 84.29 
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Fig.8. Accuracy of implemented algorithm for training data set 

 
Fig.9. Accuracy of implemented algorithm for testing data set 

 
Fig.10. Accuracy result for implemented algorithm for training data set and testing data set 

Table 2 Comparative analysis of different algorithm 

Accuracy Linear Regression KNN SVM Decision Tree 

Training 87.87 85.54 82.07 87.22 
Testing 80.21 71.42 93.40 80.26 
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Confusion Matrix 

 
Precision:  

 
                                                                                     ………………Eq. No. (1) 

Recall: 

 
                                                                                                       ………………Eq. No. (2) 
 

 
Fig.11. Precision and Recall value for ML Algorithms 

 
Table 3: Comparative analysis of different algorithm for Precision and Recall 

 
Parameters Linear 

Regression KNN SVM Decision Tree 

Precision 72.88 67 88 79.67 
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Recall 80.47 70.5 91.67 90.59 

 
4. CONCLUSION 

The recent advancement in medical technology, higher computational techniques, reduced cost of storage techniques and 
internet connectivity enables the digitalization of diagnostic systems in the present world. In these days machine learning 
playing a vital role in healthcare system to diagnose the various severe diseases precisely. In this research work, standard 
dataset is used which is downloaded from Kaggle website having various parameters related to human. After that data is 
pre-processed so that if there is any ambiguity in data set can be resolved otherwise it will affect accuracy of algorithms. 
Data set is divided into training as well as testing data set in desired ratio so that overall accuracy can be optimized. 
Thereafter, defined an optimal approach to predict heart diseases using supervised ML algorithms: Logistic Regression, 
KNN, SVM, Decision Tree and Bagging Classifier. Out of listed algorithm, SVM perform better and give the accuracy 
93.40% and KNN gives the least accuracy 71.42%. One important thing is that accuracy should not be so high otherwise 
it may be possible that designed model is overfit for a specific dataset. Accuracy more than 80 % is measured good, and 
accuracy around 90% is admirable. Besides accuracy in this research article two parameters also calculated which are 
precision and recall. Support vector machine algorithm gives precision value 88 and recall value 91.67. Digitalization of 
medical data has generated a new era towards the diagnostic field. With the massive growth of digital information, these 
unprocessed patients’ medical information is extremely essential to analyse, explore and utilize with various classification 
techniques. 
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